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Motivations and barriers for exercising

Introduction

Motivations Barriers

Health benefits Physical (reduced immobility, pain)

Stress relief Psychosocial (embarrassment)

Self esteem Societal (schedule time, costs)

Body image Technological (complexed interfaces)

Maintaining physical activity Absence of an instructor

Well being Declined visual & aural acuities

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

During the development of our platform, we

took in consideration all the previous factors.
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Earlier Solutions

Different solutions for

assisting users at home

have been proposed

earlier:

Å AmbLEDs,

Å SPHERE,

Å Uranus.

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Related Work

Different multimodal

system have been

proposed earlier:

Å Canesta,

Å AT&TôsMATCHKiosk,

Å Personal Assistant

Solutions (SIRI, Cortana).

Different systems that

adapt to the emotional

status of the user:

Å ABAIS (Affect and Belief

Adaptive Interface System),

Å Nasoz Proposal.

Å Tutor Project.

Different Serious Game

have been proposed

earlier:

Å Voracy Fish,

Å Jewel Mine,

Å Hammer & Planks.
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Earlier Solutions

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Related Work

The previous solutions:

Åare device-dependent (not compatible

across all platforms),

Åsupport a single language,

Åinterfaces doesnôthave any significant

adaptive capabilities,

Åeach of the previous solutions serve

its own goals and are not targeting to

be integrated into a whole package

solutions.
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Mobile@Old Platform Components

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

Mobile@Old Platform

Vital Sign   
Monitoring (VSM)

Physical Activity 
Trainer (PAT)

is composed of 2 components connected through

a Reminder Tool and has a Multimodal Interface

Monitors:

Å Physiological parameters 

(can be automatically):

ü heart rate, 

ü blood pressure, 

ü glucose.

Å Medication plan,

Å Physical activity.

Monitors:

Å Recommending physical

exercises based on

medical expertise and

observed behavior.
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Mobile@Old Architecture

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution
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UML Diagram

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

UML Diagram describing the use-case 

scenario for the Physical Activity Trainer

Mobile@Old System
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Physical exercises adaptation based on medical parameters

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

heart rate, 

breathing rate, 

skin temperature, 

activity level.

The BioHarness Sensor 

measures

package structure

for communication Generalizing Linear Models

Generating 

Users' Profile
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Physical Exercise

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

ÅThe speed and the type of the exercises will be

adapted based on

Åtheusersôvital,

Åtheusersôemotional state.

e.g. The user will perform a set of exercises for a recommended

period. After each exercise, the heart rate of the user is compared

with his/her heart rate from the beginning of the exercise. Based on

this difference, the type and the duration of the next exercise will

be selected.
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Multimodal Interface

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

ÅDesigned by respecting the

requirements of the elderly,

ÅDeveloped by HTML5 and CSS3,

ÅSupports two languages,

ÅWorks across platforms,

ÅAllows a more natural way of interaction

between the user and his machines which make

the interactions easier for the elderly,

ÅAdapts itself to any display size and orientation but

also to usersôemotional state, preferences and uses
(automated),

ÅIntegrates two inputs modules (voice & gesture) beside

the traditional and two outputs modules (visual & phonetic).
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Multimodal Interface ïVoice Module

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

The voice module is composed of five main parts: 

1. Automatic Speech Recognition (ASR), 

2. Natural Language Understanding (NLU), 

3. Dialog Management Unit (DM), 

4. Natural Language Generation (NLG),

5. Text to Speech Synthesis (TTS).

Speech Microphone

Voice Command

Audio

Data

Utterance
Intents

Entities

Generated

Text

Output

Audio Output
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Multimodal Interface ïGesture Module

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

Multiple experiments demonstrated that the elderly find

gesture interfaces as an easy way to interact with

technology.

Using mathematical algorithms, gesture recognition

allows machines to interpret and understand the

human body language.

To achieve this, recognition devices that have

capability of motion acquisition (e.g. Microsoft Kinect)

should be employed.
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Emotion Recognition

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Proposed Solution

ÅWe use 19 action units

Å 19 support vector regression networks (SVR) was

used for computing intensities of the action units.

Å Each network uses a set of the reference points

from face

Å Another SVR was used for obtaining the userôs

emotion: it has as inputs the emotion intensities

previously obtained.

Å 4 basic emotions:

Å happiness,

Å sadness,

Å fear,

Å disgust.
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Interface Test Results

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Evaluation

The multimodal interface

compatible and responsive

across the multiple devices

that had beentestedon. The

deviceshad different screen

sizesand different operation

systems.

Interface Preview 
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Interface Test Results | Speech Recognition

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Evaluation

English Utterance
Average Lev. 

Score 

Did I took my medicine 89.94

When did I do my last exercise 91.64

How will be the weather tomorrow 91.23

What time is it 95.64

Romanian Utterance
Average Lev. 

Score 

Mi-amluat medicamentele 82.51

CândamfŁcutultimulexerciἪiu85.12

Cumva fi vremeamaine 83.23

Câtesteceasul 86.39
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Test Results | Emotion Recognition

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Evaluation

Emotion Accuracy

Happiness 99.00 %

Sadness 91.00 %

Fear 87.00 %

Disgust 92.50 %

We evaluate emotion recognition using emotion database CK+*

* P. Lucey, J. F. Cohn, T. Kanade, J. Saragih, Z. AmbadarἨiI. Matthews,2010, The

ExtendedCohn-KandeDataset(CK+): A completefacial expressiondatasetfor action

unit and emotion-specified expression,Third IEEE Workshopon CVPR for Human

CommunicativeBehaviorAnalysis(CVPR4HB 2010), pp. 94-101.
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Test Results | System Evaluation

Introduction | Related Work | Proposed Solution | Evaluation | Future Work

Evaluation

ÅWe test our system in laboratory with 20 users (not elderly

people) with 6 type of simple physical exercises:

Å hip extension,

Å squats, lateral

Å lunge,

Å quadriceps stretch,

Å lateral stretch,

Å arm stretches.

Å User will make exercises for long time if we use game

adaptation based onusersôemotions.

Å Time for performing physical exercises is higher with

approximately 46% in case of the adaptation of the type of

the exercise based onuserôsemotions


